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An Introduction to Algorithmic and Cognitive
Approaches for Information Retrieval

PETER INGWERSEN AND PETER WILLETT

This paper provides an over-view of two, complementary ap-
proaches to the design and implementation of information re-
trieval systems. The first approach focuses on the algorithms
and data structures that are needed to maximise the effective-
ness and the efficiency of the searches that can be carried out

on text databases, while the second adopts a cognitive ap-
proach that focuses on the role of the user and of the knowl-
edge sources involved in information retrieval. The paper ar-
gues for an holistic view of information retrieval that is capa-
ble of encompassing both of thése approaches.

1. Introduction

The subject of information retrieval, or IR, in-
volves the development of computer systems for
the storage and retrieval of (predominantly) textu-
al information. IR techniques were initially devel-
oped for the retrieval of references to documents
from bibliographic databases, and the discussion
that follows assumes this form of textual informa-
tion. However, the techniques that have been de-
veloped for searching bibliographic databases are
equally applicable to any sort of textual informa-
tion, such as reports of meetings, legal contracts,
- newswire stories, film scripts, technical manuals
and, increasingly over the last few years, multime-
dia information systems.

Interactive IR from bibliographic databases has
now been available for some two decades, either
via in-house systems or via dial-up to online hosts.
While the number and the size of the databases
have increased hugely over this period, the great
majority of them have continued to employ the fa-
miliar Boolean retrieval model, in which the query
terms are linked by the logical operators (AND,
OR and NOT) and in which there is a range of

supplementary pattern-matching facilities for
truncation and proximity searching. Similar com-
ments apply to many of the CD-ROM-based re-
trieval systems that have been introduced in the
last few years.

The Boolean model is well understood, but has
several inherent limitations that lessen its attrac-
tiveness for text searching (1-3). The first major
problem is that it is difficult to formulate any but
the simplest of queries using the Boolean opera-
tors without a fair degree of training; accordingly,
trained intermediaries often have to carry out a
search on behalf of the user who has the actual in-
formation need. Secondly, there is very little con-
trol over the size of the output produced by a par-
ticular query. Without a detailed knowledge of the
contents of the file, the searcher will be unable to
predict a priori how many records will satisfy the
logical constraints of a given query. There may be
several hundreds if the query has been phrased in
very general terms, or there may be none at all if
too detailed a query has been input; in both cases,
the searcher wil! need to reformulate the query in
some way and then to carry out a.second search
which, it is hoped, will retrieve a more useful
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number of records. A third problem is that Bool-
ean retrieval results in a simple partition of the da-
tabase into two discrete sub-sets, viz those records
that match the query and those that do not. All of
the retrieved records are thus presumed to be of
equal usefulness to the searcher, and there is no
mechanism by which they can be ranked in order
of decreasing probability of relevance. Finally,
there are no obvious means by which one can re-
flect the relative importance of different compo-
nents of the query, since Boolean searching implic-
itly assumes that all of the terms have weights of
either unity or zero, depending upon whether
they happen to be present or absent in the query.

One should not overestimate the scale of these
problems, since Boolean searching has provided
an effective way of accessing machine-readable
textual data for many years. That said, these char-
acteristics of the Boolean model mean that non-
specialists may find great difficulty in carrying out
searches. There has thus been substantial interest
in the development of alternative methods for text
searching that are more appropriate for end-users:
IR systems based on such methods are normally
referred to as best-match, nearest-neighbour, ranked-
output, vector-processing or probabilistic retrieval
systems (3-5). The research that has been under-
taken in this area focuses principally on the algo-
rithms and data structures that are needed to max-
imise retrieval effectiveness, i.e., the ability of the
system to retrieve documents from a database that
are relevant to a user’s query, whilst maintaining a
reasonable level of retrieval efficiency, i.e., the abili-
ty of the system to carry out its functions with the
minimal use of machine resources.

An algorithmic focus, whether Boolean or best-
match, is not inappropriate if one considers the
design of IR systems for trained professionals who
can be expected to make themselves fully conver-
sant with the particular systems that they need to
use in their day-to-day business. Examples of such
professionals are librarians, lawyers, online inter-
mediaries and an increasing number of academic
researchers. However, such a focus neglects many
of the social and cognitive processes that are in-
volved in IR, and these processes are likely to be
of great significance if one is to design effective re-
trieval systems for inexperienced users, for whom
database searching is of only minor importance.
Specifically, the algorithmic approach has two
principal limitations, as detailed below.
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The first limitation is that no account is taken of
the large body of studies that have been carried
out on users’ information seeking behaviour (i.e., on
the formation, nature and properties of a user’s in-
formation need (6-8); and the second limitation is
that there is an almost-total lack of real-life inves-
tigations of the impact of the algorithmic tech-
niques on users in socio-organisational contexts.
These limitations have provided the driving force
for a range of communicative and psycho-sociolog-
ical studies of IR systems. The studies have been
motivated by the belief that an understanding of
user behaviour and user-system communication
will permit the construction of knowledge-based in-
termediary systems that can support an individual’s
search for information in various ways, e.g., by
identifying a suitable combination of retrieval tech-
niques (9). Thus far, these studies have considered
only large-scale Boolean systems but they have suf-
ficed to show that the user’s background knowl-
edge of the information that is being sought can
play a vital role in the retrieval process, as do the
reasons for the information request and the subject
domain. As a result, several models of intermediary
functionality have been formulated and partially
tested over the last few years (10, 11).

Research on user-centred approaches to IR led
to the observation that individual information
needs may be stable, but that they may also
change during the course of an interaction with an
IR sYstem; moreover, these needs may be ill-de-
fined owing to a lack of appropriate background
knowledge. The research that has been carried out
has also shown that it is necessary to contextualise
the information need by means of supplementary
information on intent, purpose and goals. Infor-
mation seeking and the formation of the informa-
tion need are hence assumed to be a process of cog-
nition by the individual searcher, in which the re-
trieval system and the intermediary functionali-
ties are the crucial components of the contextuali-
sation process. An immediate consequence of this
approach to information retrieval is that the wide
range of representational and searching tech-
niques now available are seen as complementary
information structures of different nature and cog-
nitive origin. This, in turn, leads to the notion of a
cognitive theory of information retrieval, which signi-
fies an attempt to globalise information retrieval
by regarding all of its components as representing
cognitive structures of varying degrees of com-
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Fig. 2. Cognitive model of IR interaction. Extension of 3, p. 16].

plexity that co-operate in an interactive communi-
cation process (12).

The next two sections of this paper outline the
algorithmic and cognitive approaches that we
have introduced above, with the relationships be-
tween the various components of the two ap-
proaches being summarised by the diagram
shown in Fig. 1. The paper concludes by noting
some of the current research areas that may help
further to define these two very different, but
complementary, approaches to the design of IR
systems. It is not possible, in a survey paper such
as this, to provide detailed accounts of the algo-
rithmic and cognitive approaches; however, the
listed references should provide an entry point to
the very large body of research that has been un-
dertaken to date. More detailed accounts from the
algorithmic viewpoint are provided by Belkin and
Croft (1), Frakes and Baeza-Yates (4) and by Salton
(5), while Ellis (13) and Ingwersen (14) provide
comparable - accounts from the cognitive view-
point. Current research in both of these areas is re-
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ported in the proceedings of the International Con-
ference on Research and Development in Information
Retrieval, which is held annually under the auspi-
ces of the Specialist Group in Information' Retrieval
of the Association for Computing Machinery.

2. Algorithmic approaches
2.1. Characteristics of best-match retrieval

Best-match retrieval involves comparing the set of
terms representing a query with the sets of terms
corresponding to each of the documents in the da-
tabase, calculating a measure of similarity be-
tween the query and each document based on the
terms that they have in common, and then sorting
the documents into order of decreasing similarity
with the query. The output from the search is a
ranked list, where the documents which the sys-
tem judges to be most similar to the query are lo-
cated at the top of the list and are thus displayed

Brought to you by | Copenhagen University Library
Authenticated
Download Date | 1/23/17 8:53 AM




first to the user. Accordingly, if an appropriate
measure of similarity has been used, the first
documents inspected will be those that have the
greatest probability of being relevant to the query
that has been submitted.

Retrieval systems based on ranking can help to
alleviate many of the problems associated with
Boolean searching, in that: there is no need to
specify Boolean relationships between the terms
in the query (since just an unstructured list of
terms is required as the input); and the ranking of
the database in response to the query allows com-
plete control over the amount of output which
needs to be inspected (since the user can browse
down the list just as far as is needed). Both of these
characteristics serve to increase the usability of
systems based on the best-match madel, as com-
pared with Boolean systems. It is also normally
very easy to take weighting information into ac-
count when calculating the degree of similarity be-
tween the query and the documents in the file:
moreover, these weights may derive from user
judgements of relevance for previously-inspected
output, and there is hence an attractive mechanism
available for the automatic incorporation of rele-
vance information if a second search is required.
These characteristics of the best-match model have
meant that it has formed the basis for the great
bulk of the research that has been carried out into
increasing the effectiveness of automated text-re-
trieval systems. This research has considered effec-
tive algorithmic procedures not only for searching
documents but also for indexing documents (and
requests), as discussed later in this section.

Apart from the inherent limitations of Boolean
searching that have been mentioned already, there
are two further reasons for increasing the extent to
which computers are used for document retrieval.
The first, and most obvious of these, is on grounds
of expense, since the plummeting costs of comput-
ing mean that an increasing number of IR process-
es are effected more cheaply by machine than by
human means. Secondly, a very large number of
studies over many years have shown that human
processing can be very inconsistent, with the re-
sult that it is not as effective as one might assume
(15). For example, indexing has traditionally been
carried out by highly-trained people, who are
knowledgeable about the subject matter of the da-
tabase and who are familiar with the particular in-
dexing techniques used within their organisation.

An Introduction to Algorithmic and Cognitive Approaches

However, while manual indexing can give excel-
lent results, there is often little agreement between
the sets of terms assigned when each of a number
of different people index the same set of docu-
ments. Again, there have been several studies
which show that online searchers differ consider-
ably in the retrieval strategies that they use, even
for a given topic on a given database, and in the
ways in which they judge the relevance of the doc-
uments retrieved by such searches.

2.2. Automatic indexing

In view of the studies of human indexing that
have been described above, it is not surprising
that many people have suggested that automatic
indexing techniques should be developed, in
which the task of selecting content descriptors is
carried out by automatic, rather than by manual,
means (3, 15). That said, there is still much contro-
versy as to the relative merits of manual and auto-
matic indexing (16, 17), and it has accordingly
been suggested that the best approach may in-
volve making use of several different indexing
methods simultaneously (9).

2.2.1. Linguistic approaches

Manual indexing is based on a syntactic and se-
mantic analysis and interpretation of the texts of
documents or requests, and there have been sever-
al attempts to apply linguistic techniques to the
problem of selecting index terms. Early work, most
notably that carried out by Salton and his co-work-
ers on the SMART project, showed that stemmed
keywords gave levels of retrieval performance that
were comparable with, or superior to, those ob-
tainable from manual application of controlled vo-
cabularies or of phrase-based indexing (15). In
part, the results of studies such as these arose from
a concentration upon the analysis of document
texts rather than request texts, and there is much
evidence to support the idea that processing in IR
should be request-oriented, rather than document-
oriented. Of more importance is the fact that the
linguistic techniques used were quite limited in
scope, and it is only as a result of many years of re-
search that the scale of the natural-language pro-
cessing problem has become apparent. Indeed,
most current natural-language systems function
effectively only in very restricted subject domains,
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e.g., as front-ends to database management sys-
tems, whereas IR systems may well contain docu-
ments on many different subjects.

The last few years have seen a resurgence. of in-
terest in the use of linguistic techniques for index-
ing purposes, e.g., for the automatic identification
of noun phrases in continuous text (18, 19); how-
ever, none of the experimental results to date pro-
vide unequivocal support for the belief that the
application of sophisticated linguistic processing
to rich requests does indeed result in increases in
system performance (when compared with the
simpler statistical procedures discussed below)
(20). Thus, the great bulk of automatic-indexing
research has involved the use of statistically-based,
rather than linguistically-based, techniques, and
this is likely to remain the case, at least in the short
term. In what follows, the techniques discussed
should be understood as being equally applicable
to the processing of documents and to the process-
ing of natural-language requests.

2.2.2. Statistical approaches

The first extended studies of automatic indexing
were carried out in the late Fifties by Luhn, who
suggested that terms describing the content of a doc-
ument could be obtained by selecting words from
its constituent text (15). This method has the ad-
vantage that the indexing terms are derived from
the author’s own words, as manifested in either
the full-text or the title and abstract, and Luhn'’s
principal contribution was to suggest that terms
could be identified using statistical information
about the frequencies with which words occurred
in a text (i.e., the “Information Objects” shown in
Fig: 1). Luhn noted that a word which occurred
very frequently in a database is unlikely to be able
to discriminate sufficiently between relevant and
non-relevant documents if it is specified in a re-
quest; a very infrequently-occurring word, con-
versely, is well able to discriminate but, by its very
nature, is unlikely to be specified in a request.
Thus, the most useful words for retrieval purposes
are those with intermediate frequencies of occur-
rence. Terms representing the content of a docu-
ment can hence be obtained by counting the collec-
tion frequency of each word, i.e., its frequency of oc-
currence in the database, and then by using as in-
dexing terms those words in a document which
have intermediate frequencies of occurrence.
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The use of frequency data as a basis for keyword
selection can clearly be extended to other types of
statistical information. An example of this is the use
of the term frequency, which is the frequency with
which a particular word occur$ within the text of
an individual document. Taking the two approach-
es together, we may thus expect that the most im-
portant terms will be those that have a high term
frequency but low-to-medium collection frequen-
cies, i.e., terms whose occurrences are restricted to a
relatively small number of documents. There are
many variants of this basic idea, and many differ-
ent frequency measures have been used to evaluate
the worth of words as indexing terms. In fact, rath-
er than applying sophisticated selection criteria, the
tendency is increasingly to use all of the words
from a document or request text, and then to differ-
entiate them by means of an appropriate weighting
scheme. Thus, the idea of selecting some of the
words for best-match searching has been replaced
by extracting all of them, with the sole exception of
some of the very high frequency terms: these are
eliminated by means of a stopword list containing
some number, typically one or two hundred, of
commonly-occurring words that are unlikely to be
of use for retrieval purposes.

Stopwords are primarily function words, such
as AND, OF, THE, FOR, etc., but they may also be
words from phrases that tend to crop up in re-
quests, e.g., ANYTHING ON or HAVE YOU GOT,
and domain-specific words, e.g., INFORMATION
or PROGRAM in a computing database. Thus, a
request such as I WOULD LIKE DOCUMENTS
ON EXPERT INTERMEDIARY SYSTEMS FOR
ONLINE BIBLIOGRAPHIC SEARCHING might
be processed by an automatic-indexing routine to
yield the following (alphabetically-sorted) list of
query terms (as represented on the left-hand side
of Fig. 1): BIBLIOGRAPHIC EXPERT INTERME-
DIARY ONLINE SEARCHING SYSTEMS. An
analogous list of words is used to represent each
of the documents in the database. Query state-
ments are generally quite terse, and thus any giv-
en keyword is likely to occur only once. If a docu-
ment abstract, or full text, is available, terms may
occur several, or very many, times and the docu-
ment representatives may hence contain not only
each of the selected keywords but also their term
frequencies.

It will be seen that the request representative
above consists merely of individual words, with-
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out any of the noun phrases which characterise
much manual indexing, e.g., EXPERT INTERME-
DIARY SYSTEM. Phrases are normally handled in
manual systems by the use of a thesaurus, in which
terms are noted as being synonyms or otherwise
related to each other. The availability of a thesau-
rus should help to ensure a high level of recall (the
fraction of the total relevant material in the data-
base that is actually retrieved in a search), since it
will allow term matches on related, rather than
identical, terms in documents and queries. Thes-
aurus construction is an extremely time-consum-
ing process, and there has hence been much inter-
est in the use of term co-occurrence information
for the automatic construction of thesauri; unfor-
tunately, this work has not proved to be very suc-
cessful in practice (21, 22). An alternative means of
enhancing recall is by the use of conflation tech-
niques as described below.

2.3. Term conflation

Once the set of words representing a request or
document has been identified, some means must
be found of overcoming the variants in word
forms that are likely to be encountered in free-text
databases. These variants arise from a range of
causes including the requirements of grammar,
valid alternative spellings, antonyms, and prob-
lems arising from mis-spelling, transliteration and
abbreviation. A ‘

The problem of word variants can be alleviated,
but not eliminated, by the use of a conflation algo-
rithm, a computational procedure that reduces
variants of a word to a single form. The rationale
for such a procedure is that similar words general-
ly have similar meanings and thus retrieval effec-
tiveness may be increased if the query is expand-
ed by including words that are similar in meaning
to those originally contained within it. Term con-
flation is normally carried out in current online
systems at search time using right-hand trunca-
tion as specified by the searcher, rather than by
automatic means. However, considerable experi-
ence is needed if effective truncation is to be
achieved since two major types of error are possi-
ble. Over-truncation occurs when too short a stem
remains after truncation and may result in totally
unrelated words being conflated to the same stem,
as with both MEDICAL and MEDIA being re-
trieved by the stem MED*; under-truncation, con-

An Introduction to Algorithmic and Cognitive Approaches

versely, arises if too short a suffix is removed and
may result in related words being described by
different stems, as with COMPUTERS being trun-
cated to COMPUTER, rather than to COMPUT*
(which would also include other related words
such as COMPUTING and COMPUTATIONAL).

The most common conflation procedure is the
use of a stemming algorithm, which reduces all
words in English with the same root to a single
form by stripping the root of its derivational and
inflectional affixes; in most cases, only suffixes are
stripped so that the algorithm performs a compar-
able role to that of manual, right-hand truncation
(23). Many different types of stemming algorithm
have been reported in the literature, but they near-
ly all make use of a dictionary of common word
endings, such as -SES, -ING or -ATION. When a
word is presented for stemming, the presence of
these suffixes is searched for at the right-hand end
of the word. If a suffix is found to be present, it is
removed, subject to a range of constraints which
forbid, e.g., the removal of -ABLE from TABLE or
of -S from GAS. In addition, a range of checks may
be invoked, e.g., to eliminate the doubling of ter-
minal consonants that occurs when the present
participle is used, as with FORGETTING and
FORGET. Examples of stemmers are presented by
Paice (24) and by Porter (25), inter alia. Evaluations
of stemming algorithms suggest that they produce
acceptable stems for about 95% of the words pre-
sented to them, although there is no unequivocal
proof that searching using these stems is signifi-
cantly superior to searching using the original, un-
stemmed words, at least in the case of English.
Studies with languages having a greater degree of
morphological complexity than English suggest
that more significant improvements in perfor-
mance can be obtained.

Word stemming is easy to implement and pro-
vides a highly effective means of conflating words
with different suffixes. However, many other
types of word variant are likely to occur in free-
text databases, and there have been several at-
tempts to provide conflation mechanisms for
them. For example, an online dictionary of re-
versed words can be provided so that when trun-
cation is carried out, words with different prefixes
are conflated, thus providing facilities for left-hand
truncation searching (rather than the ubiquitous
right-hand truncation) (26). An alternative, and
more general, approach involves the system calcu-
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lating a measure of string similarity between a
speC1f1ed query term and each of the distinct
terms in the database. Similar words can then be
displayed at a terminal for inclusion in the query
if the user so desires. This approach derives from
work on automatic spelling correction (27) and
several methods are available, including Soundex
codes, longest common-subsequence algorithms and n-
gram coding techniques. The last of these is prob-
ably the most common, and involves fragmenting
a word into a sequence of n-grams, i.e., strings of n
adjacent characters. The similarity between a pair
of words is then estimated by the similarity be-
tween the corresponding sets of n-grams (28).

2.4. Matching of documents and queries

2.4.1. Similarity measures

We have noted above that best-match searching
involves ranking the documents in a database in
order of decreasing similarity with a query state-
ment, this implying the calculation of some quan-
titative measure of similarity between the query
and each of the documents (3). A similarity mea-
sure comprises two major components: the term-
weighting scheme, which allocates numerical val-
ues to each of the index terms in-a query or a
document that reflect their relative importance;
and the similarity coefficient, -which uses these
weights to calculate the overall degree of similari-
ty between a query and a document (as denoted in
the lower left-hand side of Fig. 1).

A commonly-used similarity coefficient is the
vector dot product. Here, the similarity between a
document and a query is calculated as the sum of
the products of the weights of the terms that are
common to a document and to a query. If some
particular term is absent from the query or the
document, then it will not make any contribution
to the similarity coefficient; a non-zero contribu-
tion, conversely, is made to the overall similarity if
that term is present in both the query and the
document. Thus, if a query has weights of 0.5 and
1.0 assigned to two specific terms and if both of
these terms are present, with weights of 0.3 and
0.7, respectively, in a document, then the similari-
ty .between the query and this particular docu-
ment is given by (0.5x0.3)+(1.0x0.7), i.e., 0.85. In
the case of unweighted (or binary) terms, i.e.,
where the weights are either 1.0 (for presence) or
0.0 (for absence), the dot product corresponds to
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just the number of terms in common between the
query and the document.-

Other similarity coefficients that have been
used for IR are the Dice coefficient and the cosine co-
efficient, inter alia, both of which are normalised
forms of the dot product that take account of the
differing numbers of terms in different docu-
ments.

2.4.2. Initial weights
Weights can be assigned to the terms in docu-
ments or queries or both, but the extensive re-
search that has been carried out suggests that
query weighting is of greater importance in deter-
mining the effectiveness of a search; indeed, it is
often the case that documents are characterised by
binary, i.e., present or absent, weights. There are
two main types of query-term weights, these be-
ing the initial weights and the relevance weights. The
former are used when a searcher first puts a re-
quest to a best-match system (29), while the latter
are used once the searcher has had a chance to in-
spect the output from the initial search (30).
Collection frequency, or inverse document frequency
(IDF), weighting involves assigning weights to the
terms in a query such that the weights are in in-
verse proportion to the frequency of occurrence of
those terms in the database that is to be searched.
The rationale for this approach is that people tend
to express their information needs using rather
broadly-defined, frequently-occurring terms and
any more specific, i.e., low-frequency, terms are
likely to be of particular importance in identifying
relevant material. This is because the number of
documents relevant to a query is likely to be fairly
small, and thus any frequently occurring terms
must necessarily occur in many irrelevant docu-
ments; infrequently-occurring terms, conversely,
have a greater probability of occurring in relevant
documents, and should thus be considered as being
of greater potential importance when searching a
database. These considerations lead to the use of a
weight that is inversely proportional to a term’s
collection frequency. The IDF weight was originally
suggested on purely empirical grounds, and exten-
sive tests show that it consistently gives results that
are superior for best-match searching to those re-
sulting from the use of unweighted query terms.
More recently, it has been shown that this weight is
a limiting case of the probabilistic relevance
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weights (described below) when no relevance in-
formation is available, thus providing a theoretical
rationale for the use of IDF weighting (31, 32).

We have noted previously that document terms
are often unweighted. If this is not the case and if
weighting is to be used, then the most common
approach involves term-frequency weighting,
where the term frequency of a term represents its
(possibly normalised) frequency of occurrence
within the text of an individual document. In-
creasing use is being made in experimental sys-
tems of the so-called TFXIDF weight (29), which
involves multiplying the term-frequency weight
by the collection-frequency weight for each docu-
ment-to-query match.

2.4.3. Relevance weights
When someone carries out a search, it is natural
for them to modify the query in the light of previ-
ously inspected search output. Relevance feedback is
the name given to a body of techniques that try to
carry out such query modification by automatic,
rather than by manual, means. The initial search is
carried out as described previously, e.g., using IDF
weights, and the user inspects a few top-ranking
documents (perhaps 10 or 20 of them) to ascertain
their relevance to the need. In the normal ap-
proach to relevance-feedback searching, the sys-
tem uses these relevance judgements to calculate a
new set of weights that should more accurately re-
flect the importance of each of the query terms.
Alternatively, rather than just modifying the
weights of the original query terms, the system
can modify the query by the addition or deletion
of terms. 7

It is reasonable to assume that a query term that
occurs frequently in documents that are judged to
be relevant to a particular query, and infrequently
in documents that are judged to be non-relevant,
is a “good” term, in some sense, for that query:
such good query terms should thus be allocated
greater weights than the other query terms. This
intuitively-reasonable idea was put on a formal
basis by Robertson and Sparck Jones, who were
able to provide a theoretical rationale for the use
of a particular term weight that is based on the oc-
currence of a particular term in the sets of relevant
and non-relevant documents retrieved by the ini-
tial search (33). Thus, once the user has provided
relevance judgements on the top-ranking docu-
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ments from the initial search, the system uses the
judgements to calculate new weights that should
more correctly represent the relative importance
of the various query terms. These new relevance
weights are used in the second, feedback search,
and the user can then provide a further set of rele-
vance judgements on the new set of top-ranked
documents. The feedback search can be iterated at
will, until the user is satisfied with the output
from the search.

The discussion thus far has focused on the use
of relevance data to modify the weights of the
terms in the original query. This data can also be
used to suggest terms that should be added to, or
removed from, the original query statement. Thus,
it is possible to calculate relevance weights for all
of the terms in the documents that have been
judged relevant, and then to expand the query by
the addition of some of the most highly-weighted
terms that had not previously been included in the
query. Again, if one of the original terms is found
to occur primarily in non-relevant documents, it
may be helpful to remove it from the query prior
to the feedback search. There is still considerable
discussion as to precisely how relevance-based
query modification should be carried out to maxi-
mise search effectiveness. .

2.4.4. Matching algorithms
The similarity coefficient and the weighting
scheme play an important role in determining the
extent to which a system is able to retrieve rele-
vant documents. If such a system is to be used, it
must also be sufficiently fast in operation to per-
mit interactive searching of databases of non-trivi-
al size. The obvious way to carry out a best-match
search is to take the set of index terms comprising
the query, and then to compare them in turn with
the sets of index terms that characterise each of
the documents in a database. This is clearly far too
slow if a large database is to be searched using
conventional computer hardware, and there is
thus a need for efficient algorithms that can maxi-
mise the speed of these matching operations.
Efficient Boolean searching is possible because
of the development of sophisticated inverted-file
systems, with the Boolean logical operations being
applied to the lists of document identifiers in the
postings lists that correspond to the terms that
have been specified in the query. Work over sever-
167
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al years has demonstrated that the same posting-
list information can also be used to facilitate the
identification of the terms that are common to a
query and a document in a best-match environ-
ment (although the actual computer processing is
quite different). Once the matching terms have
been identified, the-resulting sets of similarity val-
ues are sorted into decreasing order to enable the
presentation of the best-scoring documents to the
searcher. However, the same basic data structures
are used as for Boolean searching, thus enabling
the implementation of best-match searching with-
out excessive additional costs. A review of invert-
ed-file algorithms for best-match searching is pro-
vided by Perry and Willett (34) while a specific
implementation is described by Persin (35).

2.5. Integration of Boolean and best-match retrieval

The limitations of Boolean searching have been
spelt out in the first section of this paper; however,
it must be emphasised that best-match searching
also has some disadvantages. Firstly, the absence
of proximity operators and of the Boolean AND
operator means that it is not possible to specify
phrases in an explicit manner, and the absence of
the Boolean OR operator means that it is similarly
not possible to specify synonyms in an explicit
manner. It may seem illogical to cite the absence of
the Boolean operators as a weakness of best-match
searching, since we have previously cited their
presence as a weakness of Boolean searching. This
apparent contradiction arises because their pres-
ence allows a trained searcher to specify a query
in very precise detail, but might confuse a search-
er who did not have sufficient experience to make
full use of them. Attempts are being made to en-
compass proximity information in best-match
searching but unequivocal solutions remain to be
established (36). Secondly, a query needs to con-
tain several terms if the matching algorithm is to
be able to provide a discriminating ranking of the
database. This arises since a query containing only
a few terms will enable the best-match algorithm
to divide the database into only a small number of
groups (e.g., those documents that have none, one
or- two matches, respectively, with a query that
contains just two terms) and thus not be able to
provide a finely-honed ranking for the searcher’s
inspection. A simple, and obvious way around
this problem is for the user to provide a known

168

relevant document as a request; this will often be
available and also avoids the user having to pro-
vide an explicit statement of need.

It will be clear that both Boolean and best-match
searching have both strengths and weaknesses. It
is thus hardly surprising that comparative studies
suggest that there is little difference in the effec-
tiveness of the two approaches (as measured us-
ing the traditional performance parameters of re-
call and precision), although there is often only a
small degree of overlap in the identities of the rele-
vant documents that are retrieved in the two types
of search (so that the outputs of the two approach-
es complement each other). Where there is a substan-
tial difference is in the efficiency of the search, i.e.,
the amount of effort that is required to obtain
these relevant documents. The computational re-
quirements are broadly comparable in the two
cases, since they both involve processing of the in-
verted-file postings lists that correspond to the
query terms (4, 34). However, there is a large dif-
ference in the amount of effort required of the
searcher; specifically, the best-match model re-
quires only that the user is able to identify and to
type in the query terms, and to judge the rele-
vance of the documents that are presented, with
all of the subsequent processing being carried out
by the machine.

The complementary natures of Boolean and
best-match searching has led to interest in search
methods that combine features of both. Methods
that have been suggested include: ranking the
output of an initial, recall-oriented Boolean search;
use of the p-norm Boolean algorithms that were
developed by Salton et al. at Cornell University
during the early Eighties (37); and intermediate
front-end systems - as marked in the centre of Fig. 1
— that allow best-match searching even from data-
bases that are designed to support only Boolean
retrieval (e.g., the elegant work carried out by
Robertson’s group at City University (38).

It seems reasonable to suppose that, for the fore-
seeable future at least, a trained searcher will be
able to achieve better results than an inexperienced
searcher: the value of the best-match approach is
that it enables the latter to carry out at least some
sort of search, whereas this might not be possible if
only Boolean facilities are available. The current
rapid growth in end-user text searching has given a
substantial stimulus to the provision of best-match
facilities, as is exemplified by recent product releas-

Brought to you by | Copenhagen University Library
Authenticated
Download Date | 1/23/17 8:53 AM

PR U

R




es from commercial database hosts such as West
Publishing (39) and DIALOG (40). This market
push is likely to lead to a significant increase in our
knowledge of the comparative effectiveness of
Boolean and of best-match searching.

3. User-oriented and cognitive approaches

The user-centred approach to IR is principally
based on cognitive psychology and social science
methods. The approach has provided substantial
insights into users’ mental behaviour and in their
information seeking characteristics, both on an in-
dividual basis and in social and/or organisational
contexts (as shown in the centre and the right-
hand side of Fig. 1). It has also supplied a fair
amount of information about inter-human infor-
mation interactions, such as the interaction be-
tween a librarian or information specialist and a
user. Finally, the role of the (human) intermediary
has been defined in relation to User and Request
Model building by means of search interviewing
and feedback from IR systems. However, just as
the traditional algorithmic approach disregards
the dynamic role of the user, so the user-oriented
tradition does not encompass the full range of IR
system factors.

Until the mid-eighties, no investigations had
taken place that involved non-Boolean retrieval
and different methods of representation as well as
intermediaries and users (16). This “monolithic”
situation seems understandable, since without es-
tablished models of searcher (users and interme-
diaries) behaviour, such advanced experiments
could not yield results that were valid for design
and test purposes or for the development of IR
theories. Such models are now becoming avail-
able, as we discuss below.

3.1. The nature of the information need

Real-life investigations have provided an under-
standing of the formation of the information need
with respect to users’ “pre-information-searching”
behaviour. This all-important dimension of IR was
the starting point for the ASK (Anomalous State of
Knowledge) hypothesis of Belkin et al., which
dates from 1978-82 and which provided a funda-
mental step towards a detailed understanding of
the nature of the “desire for information” (41). The
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ASK hypothesis is based on Taylor’s earlier theo-
ries regarding the development of the information
need (42) and other scholars’ attempts to analyse
this process (43). The information need is regard-
ed as an “incompleteness” or a “gap” in the cur-
rent knowledge or understanding of the actual us-
er, which results in a reduction in the effectiveness
of the user’s interaction with the world around
him. Taylor suggests a four-stage process in which
the final stage, called the Compromised Need, es-
sentially mirrors the request formulation to (the li-
brarian and) the system. The compromise is as-
sumed to be caused by the user’s expectations and
intent balanced against the intrinsic level of ver-
balisation of the need. Later investigations by Bel-
kin (44), Ingwersen (8) and others have shown
that this compromise actually takes place, often in
the form of labels (the Label Effect), with the result
that request formulations do not necessarily exact-
ly mirror internal needs. An additional problem is,
of course, that the information need mirrors
“what is known about the unknown”. The ASK
hypothesis takes this into account by pointing to a
problem or goal-dependent situation which underlies
the need and which is assumed to be the reason
for the development of this need (as shown in the
centre of Fig. 1). The Monstrat Model for interface
design by Belkin et al. (10) hence relies heavily on
the functional modelling of this underlying prob-
lem situation. However, these investigations have
also demonstrated that the underlying problems
may be very poorly defined. From both a cogni-
tive and a sociological point of view, the formation
of the information need, as well as of the underly-
ing problem or goal throughout the search and re-
trieval session, can thus be seen as an individual
process of cognition, involving the current user’s
emotional and cognitive states in a social and
communicative context.

Information needs may be categorised into
three basic forms: Verificative needs; Conscious topi-
cal needs; and intrinsically Muddled or ill-defined
needs (14). Needs in the first category are those
where the user wishes to pursue (verify) data
items from known properties of the items, e.g., au-
thor names, title words, publication year, the
source, etc. The second type of information need
implies that the topic is intrinsically well-defined,
e.g., the user has searched it previously or already
has some level of understanding of it. One may
thus expect well-defined request formulations (or
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relevance assessments) at a certain point of the IR
interaction for such a need. The third category
represents those cases in which information needs
internal to the user are vague, muddled or ill-de-
fined, i.e., those where users wish to obtain new
knowledge and concepts in domains with which
they are unfamiliar. The requests in such cases will
obviously be poorly defined, until at least some
degree of interaction has taken place, and the un-
derlying problem situation may not be well-un-
derstood by the user.

The label effect that we mentioned previously is
present in all of the three different types of infor-
mation need, which implies that the three types
may appear similar at the start of a retrieval ses-
sion from the points of view of both the intermedi-
ary and the IR system. Aside from this dimension
of levels of intrinsic understanding of the need, an
additional dimension of variability can be ob-
served throughout an IR session (9,12). In view of
these facts, it is unfortunate, at the very least, that
the algorithmic approach has generally assumed
well-defined and static intrinsic information
needs.

Users” information-seeking behaviour thus
seems to depend strongly on their background
knowledge, the subject or work domain in ques-
tion, and the extent to which their need, or under-
lying problem, is developed. This behaviour car-
ries a high degree of uncertainty with respect to in-
terpretation and meaning associated with the
need. In fact, there is evidence to suggest that the
degree of uncertainty may actually increase during
the initial part of IR (7). Also, certain social factors
play important roles, in particular regarding the
nature of the work domain or interest space. For
instance, investigations of information-seeking be-
haviour clearly demonstrate that users in certain
domains (such as humanities and social science
disciplines or in fiction retrieval) tend to prefer to
start by means of Verificative searching (using a
known text) followed by backward and forward
chaining, i.e., to apply similarity searching (13).

In recent years, research both inside and outside
IR, e.g., in cognitive engineering, has suggested
that the actual work task related to a domain, or the
fulfilment of socio-cultural/emotional goals relat-
ed to an interest, may be the principal causes for
the user to be in a problematic situation and to
need information (14, 45). Investigations of work-
task complexity and information requivemcais
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demonstrate that the nature of the latter changes
according to the degree of task complexity: the
more complex the task, the more general (or
vague) the need (46). Similar findings have result-
ed from research on Executivé Information Sys-
tems. Only the underlying task may be definable.
In the IR context, it hence seems appropriate to
study the actual domain, the current work task or
interest and the possibly related problem space, in
addition to the associated information need. This
way of dealing with the nature of the information
need, by going below the surface towards the un-
derlying intentionality (47) for such needs, signifies
a contextualisation of the information need. This
cognitive approach has two complications: an in-
termediary mechanism is mandatory, ideally
based on domain and user models, and including
Request Model Building (RQMB), in order to extract
these underlying reasons from the user; and the
usefulness or utility of the IR outcome is of greatet
importance than traditional (topical) relevance as-
sessments. This dichotomy between a situational
type of relevance and a topical one has recently
led to a renewed interest in methods for measur-
ing retrieval outcomes (48,49).

3.2. Information retrieval interaction
— the cognitive turn

The complex nature of the information need
makes it obvious that research on IR techniques
alone cannot provide a complete understanding of
the entire process of retrieving information. This
process must be seen in its totality by incorpora-
ting the system characteristics, including the repre-
sentational and retrieval techniques that charac-
terise algorithmic approaches, with the user’s situ-
ational characteristics and the necessary intermediary
functionalities (see Fig. 1). In IR interaction, the in-
termediary (or user-interface) is the principal
mechanism linking the system and the user. The
Monstrat Model (10), which has been mentioned
previously, was an attempt to functionalise the hu-
man intermediary behaviour, but was mainly di-
rected towards the user. The later, Mediator Model
(14) suggests that equal importance should be giv-
en to both the user and the system. ,

In this framework one may observe two
“schools”: intelligent IR tries to simulate the human
behaviour of mediation by means of extensive
use” mode. building, RQOMB and computational
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inference techniques; and the supportive approach to
IR tries to stimulate a user’s mental processes dur-
ing IR by means of tailored conceptual feedback
from the system driven by the underlying domain
model and RQMB. Both approaches provide a
common platform for researchers in IR and Al
Since IR is too broad an environment for expert-
system-like Al solutions, current efforts are con-
centrating on finding an appropriate balance be-
tween model building, inference, and user sup-
port of conceptual nature.

3.2.1. Intermediary functionalities

Human-human interaction in IR situations, i.e., “in-
formation searching” behaviour, can be divided
into a pre-search interview stage, followed by
searching activities (50). The pre-search interview
serves as an exploratory dialogue in which the in-
termediary (such as a librarian) tries to under-
stand the user request and the underlying back-
ground, the level of expertise, etc., so that the sub-
sequent retrieval activity may be effective. Such
detailed and systematic interviews are common in
real life, e.g., when using a modern-day online
system, and are often assumed in much of the re-
search that has been carried out. However, this is
primarily because of the heavy financial costs that
are currently associated with the use of such sys-
tems and it may thus not be entirely appropriate
to simulate this behaviour precisely. Other studies
(6, 8, 51), in which search economics have no im-
pact on the investigations, have demonstrated an
heuristic mode of retrieval. This is characterised by
simultaneous interviewing, searching and systems
feedback. In both modes of intermediary function-
ality, at least a pre-defined Domain Model and /or
a stereotypical User Model is necessary, from
which to structure either interviewing and infer-
ence, or the supportive means provided for the us-
er’s own inference. )

The heuristic mode of IR is closely associated
with the supportive approach to retrieval systems
design. A famous example is the Book-house sys-
tem for the retrieval of fiction, which was devel-
oped by A. Mark Pejtersen and which is based on
extensive domain and user behaviour analyses
(52). A user of the Book-house carries out a search
by means of suitable metaphors, content and ac-
tion icons as well as transparent search strategies,
all originating from the pre-established cognitive
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task analyses of fiction retrieval. This may involve
browsing via similarity searching, retrieval via
genre, author intent, or other dimensions charac-
teristic of fiction searching, e.g., searching by
front-page colour or figures. The Book-house has
been extensively tested in real-life environments.

3.2.2. User and request model building

Typical pre-defined Domain and User Models are
demonstrated in the recent Mediator Model,
which is due to Ingwersen (14). In addition to the
RQMB functionality Mediator stresses the mini-
mal application of user model building. This latter
type of model building is assumed to encompass
only two dimensions of expertise by extraction
from the current user: conceptual expertise relating
to the actual topic or domain; and the user’s cur-
rent retrieval competence. The construction of more
elaborate user models (based, e.g., on general
knowledge, education, age, etc.) seems to be of
use only in very narrow and consistent domains.
Depending on the answers that are received to the
questions about the user’s current expertise, the
level of support and mode of man-machine dia-
logue may be determined and adopted by the sys-
tem; an example of this approach is provided by
the I°R system described by Croft and Thomson
(53). Depending on what is known of seeking
characteristics from the mandatory domain anal-
ysis, information on expertise may also be used to
infer how the available IR techniques should be
applied, e.g., it might be decided to use all of the
available techniques in the system for immediate
and specific retrieval in the case of a user who has
extensive domain knowledge. This concurrent ap-
plication of several algorithmic techniques leads
to. various kinds of data (dif)fusion, of retrieval
overlaps and of types of relevance feedback dur-
ing IR.

The RQMB stage involves elaborating the cog-
nitive characteristics of the request, i.e., the afore-
mentioned underlying problem situation, work
task, and domain or interest. Search preferences
form part of this model-building functionality.
RQMB is meant to provide the system with addi-
tional structured contexts, and is not simply con-
cerned with the request formulation itself. The as-
sumption is made that several simultaneous repre-
sentations of the same personal cognitive space
may yield improved retrieval results and feedback
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for further modifications of request, problem or
task. The advantage is that the intermediary
mechanism is free to perform a kind of cognitive
fusion of the representations, or to make separate
use of each individual representative structure.

3.3. Cognitive IR Theory — information in context

The user-oriented research that has been carried
out thus far gives rise to two significant questions.

The first question relates to the degree to which
an IR system and IR interaction ought to be de-
signed not only to accommodate individual users
in defining their need for information and resolv-
ing it, but also to define and then to solve their un-
derlying problems. All such activities are actually
found to occur during IR. Aside from the retrieval
of information itself, it seems evident that IR
should accommodate both the problem and the
clarification of the information need, since both
processes are fundamental for successful retrieval.
However, IR is not the main objective in a decision
or problem-solving activity. Although decisions
are constantly made during IR interaction, and us-
ers may indeed often solve their underlying prob-
lem through IR, IR must be considered as a vital
but supportive process in problem-solving and de-
cision-making. That said, problem-solving is not
the only reason for IR. The problem space or prob-
lematic situation in the mind of the user that gives
rise to IR needs to be considered in a broader man-
ner. Associated with these questions is the fact
that investigations of information-seeking behav-
iour have consistently demonstrated that at least
four different types of uncertainties are present at
the start of, and during, IR: to express the need for
information; to retrieve information entities of po-
~ tential value from the information space; to inter-
pret the conceptual outcome of retrieval, i.e., texts
and other feedback, that is, to obtain information;
to understand the retrieval process itself and the
structure of the information space that is being
searched.

The second question is concerned with how
deeply we need to understand what the user real-
ly means. Logically, this is only theoretically possi-
ble if the intermediary has found that the current
user’s information need belongs to the Verificative
or Conscious topical types that we have intro-
duced previously. If the need is vague or intrinsi-
cally ill-defined such an understanding is impos-
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sible, regardless of the questions that are posed to
the user. This gives rise to the paradoxical situ-
ation in which if the user actually possesses a
great deal of knowledge about his need for infor-
mation, he is more capable of assessing the useful-
ness of the retrieval outcome intelligently than the
system is capable of estimating the meaning of the
actual need (since the system’s background know-
ledge is severely limited and insufficient). Thus,
the conclusion is that IR systems may, at most,
provide some support at a structural linguistic
level to the user’s associative and intuitive think-
ing processes, which are at a cognitive and prag-
matic linguistic level.

The development of a cognitive theory for IR is
an attempt to understand these uncertainty situ-
ations and paradoxes in an holistic manner, and to
propose a framework for workable solutions. A
conceivable way to achieve such a framework
would be to make simultaneous use of the variety
of information structures which are to be found
associated with the Information Objects, the Sys-
tem Setting, and the Cognitive Space of users (as
described previously). The basic assumption is
that, by supplying structures of suitable contextu-
al nature to all three retrieval components during
interaction, uncertainty can be reduced and im-
proved support can be provided for heuristic
searching.

Cognitive IR models suggest that we should
view IR interactions as the interactions of various
types of cognitive structures, as demonstrated in
Fig. 1. Cognitive structures are generally under-
stood as manifestations of human cognition, re-
flection or ideas (12). In IR they take the form of
transformations generated by a variety of human
actors, i.e., belonging to a variety of different in-
tentionalities and cognitive origins. These include
systems designers and producers, IR technique
developers, indexing rule constructors, indexers,
authors of texts and images, intermediary mecha-
nism designers, and users in a domain-related so-
cietal or organisational context. In the System Set-
ting an IR system designers’ cognitive structures
may be represented by specific database architec-
tures and one or several matching algorithms or
logics. Human indexers’ cognitive.structures are
represented by the index terms added to the origi-
nal Information Objects. These terms are essential-
ly the result of an intellectual interpretation of an
author’s text or images, and their assignment is
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often guided by pre-defined rules and a thesaurus
containing semantic relations and knowledge rep-
resentations that have been developed by other
people. Similar problems arise in automatic index-
ing, where any different weighting function or
similarity measure can also be regarded as a form
of transformed cognitive structure. Authors’ texts,
which include titles, captions, headings, or cited
works, are representations of cognitive structures
that are intended to be communicated. Later cita-
tions pointing to that particular text imply differ-
ent kinds of interpretations, each carrying its own
cognitive background and intentionality. Specific
portions of the texts, e.g., titles, abstracts, figures,
the introduction, or the full-text sections demon-
strate different functional styles. Each type of docu-
ment exhibits an analogous set of differences, as
does each domain, and should thus be treated dif-
ferently.

Further cognitive structures are involved in the
manipulation of user requests into query formula-
tions during RQMB and retrieval by an intermedi-
ary (Whether human or computerised), as shown
in the centre of Fig. 1 where the cognitive struc-
tures might, for example, be they those of the
Monstrat or Mediator models. The right-hand side
of the figure summarises the major different cog-
nitive structures of individual users. It is these
structures that are identified by an intermediary
mechanism and (re)presented to an IR system, i.e.,
these are the actual work tasks or interests that
lead to the current cognitive state and that may be
included in the final problem or uncertainty state
for the actual user. These mental activities take
place in the context of epistemological, social or
organisational domains that not only influence the
current searcher in a “historical” socio-semantic
sense but also maintain a continuous influence on
the authors of texts and on attitudes to system de-
sign. The simplest type of a domain is an academ-
ic subject field, which is essentially a social con-
struct represented by the collective cognitive
structures of the individuals forming that field.
Other types of domain include industrial sectors,
individual firms and organisations, or profession-
al groupings, such as journalists.

One consequence of the cognitive modelling of
IR interaction is the demonstration of its funda-
mentally polyrepresentative nature, in particular in
relation to full-text IR (9); another is the recogni-
tion of the futility of performance competition be-
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tween the different algorithmic and logical ap-
proaches to retrieval. This can be overcome by re-
placing it with investigations of their exact charac-
teristics when interacting with the cognitive space
of users and the types of Information Objects. Ac-
cordingly, we must consider how best to fit to-
gether such representations and structures during
IR.

One recent step forward has been the introduc-
tion of passage retricval in full-text systems (54).
Another step has been to allow for manual query
modification during experimentation, e.g., in the
ongoing large-scale TREC (55) and OKAPI (56) ex-
periments. Manual query modification is neces-
sary for two reasons: Firstly, the feedback from the
system provides the basis for relevance and utility
judgements of text portions, e.g., by means of
marking up the relevant portions of an information
object like passages of text. Secondly, it also pro-
vides the basis for improved cognition by the user of
his actual need for information, and, possibly, of
his underlying problem or goal, by forcing him to
interpret the search outcome. This outcome does
not have to be monolithic, i.e., one simple ranked
list, but may also contain pointers to several con-
ceivable routes into information space, e.g., by hy-
pertext links, condensed or structured lists of con-
cepts, and analogous means of conceptual feed-
back. Any modification of the request, or problem
or work task statements by selections and /or de-
letions of concepts then mirrors the altered intrin-
sic formations and conceptions of the need, prob-
lem or task. In this prospective framework the
well-known issue of inter-indexer inconsistency, for
instance, then becomes an asset, rather than a
problem. Similar inconsistencies have been out-
lined in Section 2 in relation to Boolean and algo-
rithmic retrieval techniques. This holistic ap-
proach is in line with the berry-picking seeking
behaviour, which has been analysed and de-
scribed by Bates in an otherwise purely user-cen-
tred approach to IR (57).

In fact, a cognitive theory would favour all
kinds of inconsistencies and, in particular, the re-
trieval overlaps between the variety of different
cognitive structures involved in IR. The assump-
tion is that the more remote in cognitive origin,
logic, functionality, and in time, the smaller the
overlap; and the better and probably more rele-
vant the retrieval outcome (12). The conceptions
of cognitive retrieval overlaps as well as of data
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and request fusion and diffusion are thus essential
elements of a theory framed by the cognitive per-
spective.

4. Conclusions

In this paper, we have tried to provide an over-
view of the research that has been carried out over
the last two decades into the development of IR
systems that will be easier to use and more effec-
tive than the long-established Boolean techniques
that underlie most current systems. The algorith-
mic methods that were discussed in Section 2 have
been available within in-house retrieval systems
for some years, in systems such as Personal Li-
brarian (58), STATUS/IQ (59) or TOPIC (60), and
they have also recently been introduced into pub-
lic retrieval systerns such as Dow Quest (61), TAR-
GET (40) and WIN (39).

The discussion on Section 2 has considered only
those algorithmic techniques that have been dem-
onstrated to be of general applicability and that
are already available, or are becoming available, in
operational best-match systems. There are many
other techniques that are under active investiga-
tion, including automatic document clustering
(62, 63), searching algorithms for very large full-
text files such as encyclopaedias (54) and the ap-
plication of best-match searching to hypertext sys-
tems (64, 65), inter alia. Moreover, the continuing
development of information technology means
that new techniques are constantly becoming
available that may have applications for IR. Exam-
ples include the availability of multiprocessor op-
erating systems such as PVM that enable net-
works of PCs or workstations to be used for paral-
lel processing (thus offering the prospect of rapid,
low-cost searches of even the largest text databas-
es) and the emergence of new algorithmic para-
digms such as neural networks and genetic algo-
rithms (both of which embody machine-learning
capabilities that may make them appropriate for
the implementation of relevance feedback).

It is thus clear that we shall continue to see de-
velopments in the algorithmic approach to IR, but
it is most unlikely that these developments will, in
themselves, suffice to enable effective searching of
the increasing amounts of text that are becoming
available in machine-readable form. Efforts are
thus being made to embed these new best-match
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techniques in a holistic model that takes account

of all of the factors that are of importance in the re-

trieval process. This model, which is illustrated in

Fig. 1, has been discussed in Section 3 from a rela-

tively user-centred approach as well as from the

prospective global cognitive view. Human inter-
mediary characteristics are well-understood, prin-
cipally in relation to user and request model
building, and other user-oriented primary func-
tions. The various types of knowledge which are
necessary for implementation in (or teaching to)
intermediaries has been successfully specified and
modelled. Knowledge of human search strategies
and tactics, of seeking behaviout, and of conceptu-
al domains and types of information needs, is also
fairly well established. For request model build-
ing, it seems sufficient to separate the user’s un-
derlying work task and problem from the result-
ing information need, thus allowing or driving the
user to elaborate on these cognitive representa-
tions during the IR interaction. From a global cog-
nitive approach the mutual advantage for the in-
termediary (mechanism) is that it is free to per-
form a cognitive fusion of these representative
structures, or to make separate use of each in rela-
tion to the system. The holistic view suggests the
simultaneous use of different algorithmic tech-
niques and modes of indexing in information
space: this may lead to various kinds of data

(dif)fusion, retrieval overlaps, and relevance-feed-

back possibilities which may support interpreta-

tion and elaboration activities in the mental space
of the user.

New questions and problems emerge in all rap-
idly developing sciences. Thus far, the requests in
all laboratory experiments have been pre-defined
sets of simulated well-defined and static informa-
tion needs, in order to define the exact recall (or
topical relevance) ratio for each request. The re-in-
troduction of users into the non-Boolean experi-
mental settings brings several profound .method-
ological issues into play:

1.) The users, of course, interpret the simulated re-
quests differently during both initial query for-
mulations and later query modifications (55);
that is, they become an uncontrollable variable
in an otherwise invariable environment. Prob-
lem: how to deal experimentally with the sim-
ple conception of topical relevance assessment
measures? Any fixed pre-established measure
is in principle unreliable in a statistical sense if
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not carried out by a panel. We may expect in-
ter-panel inconsistencies analogous to those
observed previously in studies of inter-indexer
consistency.

2.) Issues of relevance and evaluation methodolo-
gy across different systems become still more
controversial in experiments in which users
pose real-life requests, which are likely to be

- more variable and more ill-defined in nature
than the simulated ones that have been used
previously. Problem: only post assessments can
be performed, and the statistical population of
users, requests and panel participants has to be
large.

3.)It is likely that the concept of relevance will
need to encompass “relative” as well as “par-
tial”, i.e., non-binary, assessments, differentiat-
ed into situational “usefulness” or “utility”,
and “topicality”. Problem: how can we manage
the range of variables introduced by real-life
experimentation without introducing a whole
range of sociological methodologies?

Other substantive problems that must be faced in-
clude issues relating to the definition of appropri-
ate combinations of retrieval logics or algorithms
for handling full-text and multimedia information
objects and the range of intrinsic information
needs associated with such objects? Finally: what
is the role of data fusion (66) in this landscape,
which fusion techniques should be used, and how
can these encompass cognitive retrieval overlaps?

In conclusion, we note that the two approaches
discussed here have very different origins. The al-
gorithmic approaches derive, in large part, from
quantitative disciplines such as classification theo-
ry, natural language processing, pattern recogni-
tion and probability theory, whereas the cognitive
approaches derive, in large part, from more quali-
tative disciplines such as epistemology, organisa-
tion theory, socio-linguistics and cognitive science.
This has inevitably resulted in substantial differ-
ences in the experimental methodologies that are
used in the two areas and, consequently, in re-
search in the one often being conducted with little
account being taken of developments in the other.
This situation is starting to change, as is exempli-
fied by much recent work on the design of user-
friendly interfaces (67) and by the publication of
monographs that take full account of the tradi-
tions associated with the two approaches (14, 68).

An Introduction to Algorithmic and Cognitive Approaches

We believe that the algorithmic and the user-cen-
tred approaches are complementary in nature, in
that algorithmic techniques are necessary if one
wishes to search a computerised database and that
cognitive techniques are necessary if one wishes
to take full account of the contexts in which the
searchers operate and the retrieved information is
to be used. Accordingly, we hope that this review
will help to bridge the divide that still exists be-
tween these two approaches to the continuing
problem of retrieving information from textual da-
tabases.
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