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ABSTRACT 
We describe our efforts to generate different functional 
and cognitive representations of the INEX corpus, and 
the results of simple runs with these representations. 
 

1 INTRODUCTION 
Highly structured XML documents offer unique 
opportunities for extracting many different 
representations of documents for information retrieval 
(IR) purposes. In this paper we describe our efforts to 
work with combinations of different representations 
generated from the corpus of the INEX collection as 
well as from external sources. The purpose of the 
experiments was to initiate tests of the theory of 
polyrepresentation [3] with different cognitive and 
functional representations of the document corpus. 

The paper is structured as follows: The theory of 
polyrepresentation is briefly discussed as a theoretical 
framework for the experiments in section 2. Section 3 
describes the experimental setup, and section 4 
analyses the results. Section 5 gives tentative 
conclusions. 

2 POLYREPRESENTATION  
The theory of polyrepresentation [3] provides a 
theoretical background for working with different 
representations from several sources. In summary, the 
theory hypotheses that overlaps between different 
cognitive and functional representations of both users’ 
information needs as well as documents can be 
exploited for reducing the uncertainties inherent in 
Information Retrieval (IR), and thereby improve the 
performance of IR systems. Two or more different 
cognitive representations pointing at the same 
documents is regarded as multi-evidence of those 
documents being relevant, and suggests to apply a 
principle of ‘intentional redundancy’ [2] with the 
purpose of reducing the uncertainties by placing 
emphasis on overlaps between representations. Better 
results are expected when cognitively unlike 

representations are used, e.g., the document title (made 
by the author) vs. intellectually assigned descriptors 
from indexers. 

Although the theory of polyrepresentation is holistic in 
nature and amalgamates user-oriented approaches with 
both Boolean and best match principles it is, however, 
inherently Boolean in much of its reasoning. This is 
apparent in the pronounced focus on cognitive retrieval 
overlaps, i.e., sets of documents retrieved based on 
different cognitive representations, see, e.g., the 
appendix example in [3]. A little discussed, but 
inherent point is that the structure ensures the quality of 
the sets that are matched. But this structure does not 
necessarily have to be of a Boolean nature – other 
kinds of structure may be implemented. Such may 
include the probabilistic query operators in the InQuery 
IR system for instance as utilised by [4] to achieve 
various degrees of structure in queries.  

Inspired by the work of Madsen and Pedersen [12] 
Larsen [9] proposes the idea of a polyrepresentation 
continuum (See Figure 1 below) as a model for 
discussing how structured a given implementation of 
polyrepresentation is.  
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Figure 1. The polyrepresentation continuum [From 9, p. 

36] 

At the structured pole of the continuum the 
implementations are based on exact match principles, 
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leading to sets of retrieved documents for each 
representation from which overlaps can be formed and 
a pseudo-ranking be constructed. At the unstructured 
pole of the continuum the implementations are based 
on best match principles leading to a rank of the 
documents that are retrieved as input for 
polyrepresentation. Rather than straight generation of 
overlaps between sets, the implementations at the 
unstructured pole of the polyrepresentation continuum 
will consist of fusing ranks to produce a final ranked 
output, perhaps aided by thresholds to provide the 
necessary quality by restricting the ranks to be fused to 
the top ranked documents only. 

Few empirical investigations have been carried out of 
the theory of polyrepresentation so far. Larsen [8] 
reports a small online Boolean experiment at the 
structured end of the continuum. The MSc thesis of 
Madsen and Pedersen [12] combines a highly 
structured Boolean approach with probabilistic query 
operators in a best match system, and is as such placed 
closer to the middle of the continuum. 

3 METHODS 
The main focus of the runs submitted to INEX2003 
was on obtaining functionally and cognitively different 
representations of the documents. Only simple fusion 
strategies for combining the representations were used 
because of lacking time to experiment with more 
advanced ones (See section 3.2). The runs submitted to 
INEX2003 were therefore close to the unstructured 
pole of the polyrepresentation continuum. The 
investigation of more advanced strategies for how to 
combine these in a suitable structured manner 
according to the theory of polyrepresentation is the 
subject of future work. Note that the purpose of the 
experiments reported in the present paper was to 
retrieve whole documents, and not document 
components as in most approaches in INEX.  

Functionally different representations are defined as 
representations originating from the same cognitive 
agent, e.g., the article title or figure captions made by 
the author [3]. In relation to IR, representations are 
regarded as cognitively different if they originate from 
other cognitive agents than the author, e.g., descriptors 
from a thesaurus assigned intellectually to the 
documents, or later citations or links to the document 
by other authors. The corpus of the INEX test 
collections offers excellent opportunities for the 
generation of functionally different representations 
originating from the author because of the elaborate 
XML structure of the documents. In addition, a range 
of cognitively different representations of the 
documents are available because the journals in the 
corpus are indexed in the INSPEC database. A further 

opportunity offered by the INEX corpus is to exploit 
the references in the bibliographies to generate citation-
based representations.  

The InQuery IR system was used for all runs because it 
offers the possibility to store different representations 
of the documents in fields and to combine these using 
both Boolean and softer query operators. 

3.1 Indexes and fields1 
Two indexes were constructed, each containing three 
fields: one with author generated representations, one 
with intellectually assigned descriptors from a domain 
thesaurus, and one with a citation index generated from 
the corpus (See Figure 2 and Figure 3).  

The first field consists of different types of titles from 
the documents: the article title, the section headings at 
all levels, and the cited titles from the bibliographies. 
These are either generated or selected by the author. 
The inclusion of section headings is inspired by the 
Subject Access Project  (SAP) [1; 18] where section 
headings, figure and table captions were extracted as 
representations in addition to the article titles. The use 
of cited titles has been proposed by Kwok [6; 7], and 
tested by Salton and Zhang [16]. The latter experiment 
did not show any general gains from including cited 
titles. However, only those articles that were also 
source documents in the test collections used were 
included in the experiment, i.e., only a limited selection 
of cited titles was used in the experiments. The INEX 
corpus has all cited titles and may thus provide better 
results with the cited titles. The path used for extracting 
the cited titles was //bb/atl. This includes the titles of 
cited journal articles and conference papers, but not the 
titles of cited books or reports. More than 7,000 
documents contained such cited titles with an average 
of 9.9 cited titles per document. 

Titles (FLD001) 
(Article title, section 
titles, and cited titles) 

//fm/tig/atl 
//st 
//bb/atl 

Descriptors (FLD002) Intellectually assigned 
descriptors  

Citation index (FLD003)
(Boomerang effect) 

Best possible tuning with 
INEX2002 test collection 

Figure 2. Index A (without expansion on descriptors) 

The second field consists of intellectually assigned 
descriptors from the INSPEC thesaurus. These were 
available for 7,711 of the 12,107 documents in the 

                                                           
1 After submission we discovered a number of errors in the 
indexing process. Attempts have been made to correct these, 
and the methods and results reported here are for the 
corrected runs. 



INEX corpus. Because only relatively few descriptors 
are assigned to each document by the INSPEC indexers 
this representation contained relatively few index keys. 
In an effort to enlarge this representation we expanded 
the descriptors by adding all the synonyms (the used 
for (UF) relation) as well as the narrower terms (NT) 
from the INSPEC thesaurus. Index A contained the un-
expanded descriptors (Figure 2), and Index B contained 
the expanded descriptors (Figure 3).  

Titles (FLD001) 
(Article title, section 
titles, and cited titles) 

/fm/tig/atl 
//st 
//bb/atl 

Descriptors (FLD002) 
(expanded document 
representation) 

Intellectually assigned 
descriptors, expanded  
from the INSPEC 
thesaurus (NT, UF) 

Citation index (FLD003) 
(Boomerang effect) 

Best possible tuning with 
INEX2002 test collection 

Figure 3. Index B (with descriptors expanded from the 
thesaurus) 

The third field in both indexes contained data for 
constructing a citation index, i.e., data to identify the 
references in each document. When indexed in the 
database documents can be retrieved that refer to (cite) 
a particular seed document. Such search strategies have 
shown promising results [13-15], but have rarely been 
exploited in IR research2. This is probably partly due to 
a lack of citation data in the test collections developed 
in the last decade, and partly due to the lack of seed 
documents to represent the information need. A 
particular approach to identify such seed documents 
automatically was used to construct queries for the 
citation index (See section 3.2). The index was 
constructed based on the cited titles discussed above in 
combination with the cited year. Because there were 
numerous typos etc. in the cited titles an 
implementation of the edit distance algorithm was used 
to identify variants to the same cited document3. 7,111 
documents contained references with both cited titles 
and cited years. In these documents there were 70,634 
unique citations after merging of variants, and these 
were mentioned a total of 192,881 times in the 
documents. The citations were represented by id-
numbers to ease processing. 

                                                           
2 Increasingly, web search engines exploit link data. 
However, there are indications that although similar in 
conception links and citations may be quite different in 
practice, see e.g., [17]. CiteSeer is an exception because it 
uses citations extracted from scientific papers [11]. 
3 We greatly acknowledge the Department of Information 
Studies, University of Tampere, Finland for making the 
source code for this implementation available to us. 

3.2 Queries 
Only CO topics were used because the only whole 
documents were retrieved with the tested approach.  

The same queries were used for both the title field and 
the field containing descriptors (FLD001 and FLD002). 
These were constructed manually from the title 
elements of the CO topics translating the INEX 
operators into InQuery’s probabilistic query operators 
(See Figure 4). 

In order to be able to match the content of the citation 
index with the topics, the latter had to be translated into 
citations. This was done with a best match version of 
the so-called boomerang effect proposed in [8; 10]. In 
short, the boomerang effect extracted the citations from 
sets of documents retrieved by natural language queries 
from a range of functional and cognitive 
representations. These citations were used as seed 
documents in a citation search that can retrieve later 
documents that cite the seed documents. The 
occurrence of the citations between representations and 
their frequency was used to weight and select which 
citations to use as seed documents as well as to weight 
the seed documents in the query (See [10] for details). 
The boomerang effect used was the best possible 
tuning based on the INEX2002 test collection: citations 
were extracted from 8 documents resulting in 252 seed 
documents in average per query. 

InQuery’s #sum operator was used to combine the 
fields (See Figure 4). Only a simple strategy was used 
to fuse the fields because the main focus was on 
obtaining functionally and cognitively different 
representations of the documents. Therefore the runs 
can be characterised as being at the unstructured end of 
the polyrepresentation continuum. The same queries 
were used for index A and index B. 

#sum ( 

#field (FLD001 #and(#1(natural language processing) 
(#1(human language))) #not(#1(programming 
language)) #not(#1(modeling language)))   

#field (FLD002 #and(#1(natural language processing) 
(#1(human language))) #not(#1(programming 
language)) #not(#1(modeling language))) 

#field (FLD003 #WSUM(1 3797.98 CIT_ID46361 
2404.53 CIT_ID28456 1898.99 CIT_ID43757 1898.99 
CIT_ID43816 1898.99 CIT_ID57141 ... )) ) 

Figure 4. Sample query (CO topic 111). Note that the 
citation query in FLD003 has been shortened. 

 



3.3 Runs 
The two main runs were the runs on index A and index 
B to study the effect of the expanded descriptors. We 
also did runs on the individual fields to assess their 
contribution to the overall result. Six runs are reported 
here: IndexA_run, IndexB_run, Titles_run, 
Descriptor_run, Descriptor_expanded_run, and 
Citation_index_run. 

4 RESULTS 
Table 1 shows the results for the strict quantification 
function in inex_eval. Overall the results display a low 
performance compared to the best runs in INEX2003: 
The highest AvgP value was 0.0419 for the Titles_run. 
The top 10 in INEX2003 was in the 0.1140-0.0677 
range.  

Run AvgP (strict) 
IndexA_run 0.0385 
IndexB_run 0.0300 
Titles_run 0.0419 
Citation_index_run 0.0327 
Descriptor_run 0.0099 
Descriptor_expanded_run 0.0009 

Table 1. Overall results. Strict quantification function. 

Figure 5 and Figure 6 show P-R curves for the runs. It 
is immediately obvious from Figure 6 and the AvgP 
value for the run (Table 1) that there has been a 
processing error in the expansion of the descriptors. 
This means that the performance of the IndexB_run has 
suffered: Compared to IndexA the performance drops 
from 0.0385 to 0.0300 for IndexB.  

Figure 6 shows the performance each individual field. 
The un-expanded descriptors in themselves perform 
quite poorly (AvgP = 0.0099), and the idea of 
expanding this representation is supported. The 
Titles_run have the best performance of all 6 runs 
(AvgP = 0.0419), followed by the Citation_index_run 
(AvgP = 0.0327).  
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Figure 5. P-R curves for IndexA and IndexB run using 
the strict quantification function in inex_eval. 
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Figure 6. P-R curves for the individual fields using the 
strict quantification function in inex_eval. 



 

5 CONCLUSIONS 
The overall aim of our runs submitted to INEX2003 
was to work on obtaining functionally and cognitively 
different representations of the documents. Two of 
these were successful:  The titles representation 
consisting of the article title, headings and cited titles, 
and the citation index, which performed fairly well. 
The intellectually assigned descriptors did not perform 
well, and it was attempted to expand these in the 
document representation by using the INSPEC 
thesaurus. Due to technical errors this failed succeed, 
and we do not know the effect of the expansion. 

Future work includes correction of the expansion error 
and a subsequent investigation of its behaviour and 
performance. Other expansion techniques on the query 
side can also be implemented, e.g., similar to the ones 
tested in [5]. 

The approach tested in the runs was close to the un-
structured pole of the polyrepresentation continuum. 
Future work also includes investigations of more 
advanced structured query strategies to improve the 
quality of the initial set used, and move the tests closer 
to the structured pole of the continuum. 
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